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Abstract

Output gap revisions can be large even after many years. Real-time reliability tests might therefore
be sensitive to the choice of the final output gap vintage that the real-time estimates are compared
to. This is the case for the Federal Reserve’s output gap. When accounting for revisions in response
to the global financial crisis in the final output gap, the improvement in real-time reliability since the
mid-1990s is much smaller than found by Edge and Rudd (Review of Economics and Statistics, 2016,
98(4), 785-791). The negative bias of real-time estimates from the 1980s has disappeared, but the size
of revisions continues to be as large as the output gap itself. We systematically analyse how the real-
time reliability assessment is affected through varying the final output gap vintage. We find that the
largest changes are caused by output gap revisions after recessions. Economists revise their models
in response to such events, leading to economically important revisions not only for the most recent
years, but reaching back up to two decades. This might improve the understanding of past business
cycle dynamics, but decreases the reliability of real-time output gaps ex post.
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1 Introduction

Since the seminal paper by Orphanides and van Norden (2002), the real-time reliability of output gap

estimates has been tested for many countries (see, e.g., Cayen and van Norden, 2005; Marcellino and

Musso, 2011; Ince and Papell, 2013; Kangur et al., 2019). To analyze the revision properties, real-time

estimates are compared to a later published output gap data vintage that is based on additional data and

accounts for data revisions that have occurred in the meantime. These later output gap estimates are

treated as the final revised ones.

This approach is not unproblematic since the output gap is a latent variable whose true value will

never be known. Output gap revisions can be large even after several years, so that later output gap

estimates can at best be a proxy for a final revised output gap. Orphanides and van Norden highlighted

already in 2002 that this may be a problem: “[...] recognizing, of course, that “final” is very much an ephemeral

concept in the measurement of output” (Orphanides and van Norden, 2002, p. 571). Nevertheless, this issue

has been neglected in the literature.

Based on the example of the Federal Reserve’s output gap, we show that conclusions regarding the

real-time reliability are indeed sensitive to the choice of the final output gap data vintage. In particular,

we show that the improvement in real-time reliability of the Federal Reserve’s output gap since the mid-

1990s found by Edge and Rudd (2016) turns out to be substantially smaller when the currently latest

available Fed output gap vintage is used as the final revised output gap.1

2 Sensitivity of Real-Time Properties of the Federal Reserve’s Output Gap

We use the output gap estimates that are used by Federal Reserve staff for preparing the Greenbook/Teal-

book prior to the Federal Open Market Committee (FOMC) meetings (Van Cleve et al., 2019). Typically,

they are made publicly available with a five year lag. Following the literature, we define the real-time

output gap estimate for a given quarter t as the estimate from the first Greenbook of quarter t + 1.

2.1 Revisiting the Real-Time Properties of the Federal Reserve’s Output Gap

We start by focusing on real-time output gap estimates for the periods 1980Q1-1992Q4 and 1994Q1-

2006Q4, which is the baseline comparison in Edge and Rudd (2016), to study changes in the real-time

reliability of the Federal Reserve’s output gap. They use output gap estimates that became available two

1In addition to analysing the sensitivity of output gap real-time reliability tests with respect to the final output gap vintage
choice, we have also replicated the paper by Edge and Rudd (2016) in a narrow sense as documented in the Online Appendix.
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years after the end of each sample as the final output gap estimates, i.e. the ones from the November

1994 and October 2008 Greenbooks. In a first step, we compare these results to using the currently latest

available output gap vintage from the December 2016 Tealbook as the final output gap estimate for both

samples. Revisions are defined as the difference between the final and the real-time output gap.

Table 1 shows descriptive statistics of the output gap revisions and the final output gap estimates,

alongside two noise-to-signal ratios (NSR). The NSRs are computed either as the ratio of the output

gap revisions’ standard deviation (SD) or root-mean-square error (RMSE), respectively, to the standard

deviation of the final output gap estimate.2 Following Edge and Rudd (2016), we assess whether changes

in these NSRs are statistically significant as follows: using a circular moving block bootstrap with a block

length of 10 quarters and 5000 replications, we compute empirical distributions of the NSRs for the first

sample.3 The NSRs of the second sample are then compared to these and significance labels indicate

whether they fall into the lower 1%, 5%, or 10% tail of the NSR distribution of the first sample.4

Table 1: Changes in Real-Time Reliability for Different Final Output Gap Vintages

Mean SD RMSE NSR(SD) NSR(RMSE)

Final Output Gap Vintages: November 1994 / October 2008
Output Gap Revisions
80Q1-92Q4 -2.28 1.63 2.79 0.66 1.13
94Q1-06Q4 -0.32 0.74 0.80 0.49* 0.53***

Final Gap Estimates
80Q1-92Q4 -1.64 2.47
94Q1-06Q4 -0.11 1.52

Final Output Gap Vintage: December 2016
Output Gap Revisions
80Q1-92Q4 -2.20 1.88 2.88 0.79 1.21
94Q1-06Q4 -0.05 1.33 1.32 0.93 0.92

Final Gap Estimates
80Q1-92Q4 -1.72 2.38
94Q1-06Q4 -0.26 1.44

Notes: SD: Standard Deviation, RMSE: Root-Mean-Square Error, NSR: Noise-to-Signal Ratio (based on SD or RMSE). ***, **,
and * indicate whether the NSR of the second sample falls into the lower 1%, 5%, or 10% tail of the NSR distribution in the
first sample. The NSR distribution is based on a circular moving block bootstrap procedure.

The upper part of the table replicates the results from Edge and Rudd (2016), showing that both

NSRs decrease significantly from the first to the second sample. Based on this, Edge and Rudd con-

2NSR(SD) =

√
1/(T−1)∑T

t=1(revisiont−meanrevision)2√
1/(T−1)∑T

i=1( f inalgapt−mean f inalgap)2
and NSR(RMSE) =

√
1/(T−1)∑T

t=1(revisiont−0)2√
1/(T−1)∑T

t=1( f inalgapt−mean f inalgap)2
.

3We change the block length in the circular moving block bootstrap procedure to 10 instead of 4 or 5 as in Edge and Rudd
(2016) based on insights from sample autocorrelation functions. For details, please refer to Appendix F in the Online Appendix.

4For further details on how we draw inference, please refer also to Appendix B in the Online Appendix.
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clude that the real-time reliability of the Fed’s output gap has increased since the mid-1990s. The lower

part shows how the results change when the latest available data vintage is used as the final estimate.

Compared to before, the NSR(SD) does not decrease, but increases, though not statistically significantly.

The NSR(RSME) decreases, but the decrease remains statistically insignificant. The NSR(SD) measures

revision variations around the mean revision, while the NSR(RMSE) does so around the predicted re-

vision mean of zero. The real-time output gap estimates are on average much more negative than the

final estimates for the first sample, leading to a large NSR(RMSE). In the second sample, the means of the

real-time and the final estimates are much closer to each other, so that the NSR(RMSE) is lower compared

to the first sample. Hence, the bias of the real-time estimates from the first sample has disappeared in

the second. Otherwise, the real-time reliability has not significantly changed from the first to the second

sample as shown by the similarity of the NSR(SD) in the first and the second sample. 5

Orphanides and van Norden (2002) argue that NSRs capture the effects of persistent upward or

downward revisions. They find that the NSR(RMSE) is larger than one for six out of eight output gap

estimation methods and also for the Federal Reserve’s output gap for a sample from 1966Q1 to 1997Q4,

though they do not test for statistical significance. To assess whether the NRS are larger than one, we use

a one-sided test based on the bootstrap distribution of the NSRs. Based on the final data vintage used in

Edge and Rudd (2016), we find no significant difference from one in the first sample, but an NSR(RMSE)

that is significantly smaller than one at the 5% level in the second sample. If instead the December 2016

output gap series is used as the final estimate, there is no significant difference from one in both samples.6

Figure 1 illustrates the underlying reasons for these results. The top panel shows the real-time output

gap alongside the two alternative final output gap measures and the lower panel the two respective

revision series. It becomes apparent that the real-time output gap in the first sample was highly negative

throughout almost the whole 1980s, while both final output gap estimates are closer to zero on average, so

that both revision series have a positive mean, correcting the negative bias of the real-time estimates. For

the second sample, no such real-time bias exists, so that the NSR(SD) and NSR(RMSE) are almost equal.

5Output gap projections might be more relevant for forward-looking monetary policy than the t − 1 estimates (see, e.g.,
Cayen and van Norden, 2005). Given that publicly available data for Greenbook/Tealbook output gap projections starts only
in 1996, we cannot repeat the analysis of the real-time properties for projections of the output gap. Comparing NSRs for the
sub-sample 1996Q1 to 2006Q4 shows only small increases in NSRs for output gap projections for t + 2 and t + 4 compared to
the t − 1 estimates, so that the real-time properties of output gap projections might not differ much from those of the t − 1
estimates.

6This does not mean that the Federal Reserve’s output gap does not contain useful information. Berge (2021) extracts the
common component of output gap estimates from different Tealbook vintages for each point in time and shows that it contains
highly valuable macroeconomic information. It is difficult to use this information in real time, though.
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Independently of which final output gap measure is used, the real-time reliability has, thus, improved in

the sense that the negative bias of real-time output gap estimates has disappeared since the mid-1990s.

This is the reason why the NSR(RMSE) decreases for both final output gap measures.

Figure 1: Fed Real-time Gap, Final Vintage Choices, and Revision Series
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The divergent results between the two NSRs can be explained by output gap revisions for the second

sample. When the output gap from the October 2008 Greenbook is used as the final output gap, the

real-time and the final output gap estimate are very similar, yielding both NSRs to decrease compared to

the first sample and becoming significantly smaller than one. When the output gap from the December

2016 Tealbook is used instead, later upward revisions are included that increase the difference between

the real-time and the final output gap for the period 2000-2006. Hence, the point estimate of the NSR(SD)

increases, the decrease in the NSR(RMSE) becomes smaller, and the NSR(RMSE) remains insignificantly

different from one.

2.2 Which Output Gap Revisions Affect the Real-Time Reliability?

So far, we have analysed two specific final vintage choices. Next, we systematically analyse how varia-

tions of the final vintage affect the real-time reliability analysis. Figure 2 shows how the NSR(SD) and

the NSR(RMSE) vary for different final vintage choices for the two samples. Starting points at the left
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of each panel are given by the NSRs obtained by Edge and Rudd (2016). The publication dates of the

output gap vintages used as the final output gaps are eight quarters after the last observation of the two

respective real-time samples as denoted on the horizontal axis. The last NSRs in all graphs are the ones

obtained from using the December 2016 Tealbook as final revised output gap, so that this amounts to

the maximum possible distance between the publication of the real-time estimates and the final ones. In

between these two choices, we show the effect of all other possible final output gap choices on the NSRs

by moving quarter-by-quarter from one possible final output gap vintage to the next.

Figure 2: Noise-to-Signal Ratios for Different Final Vintages
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Notes: The first row shows the evolution of the NSR(SD) and the second the evolution of the NSR(RMSE) when shifting the
vintage used for measuring the final output gap quarter-by-quarter. The grey area represents 90% confidence bands, based on
the 5th and 95th percentile of the NSR bootstrap distributions. The markers indicate the three largest revisions.

Fed output gap vintages that include long enough time series are publicly available since the June

1996 Greenbook, with an additional vintage from the November 1994 Greenbook being available from

the replication material of Edge and Rudd (2016) who obtained it from Athanasios Orphanides. Hence,

in the graph on the left, we include the NSRs from Edge and Rudd’s first sample that are based on the

November 1994 vintage, leave a gap for the missing vintages, and then show how the NSRs change when

shifting the final vintage quarter-by-quarter starting with the June 1996 Greenbook. In the graph on the

right, we start with the NSRs from Edge and Rudd’s second sample based on the December 2008 vintage

and then shift the final vintage quarter-by-quarter.

In both samples, the NSRs show substantial variations when varying the final vintage, so that ro-
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bustness checks seem to be generally necessary for real-time reliability analyses.7 While there is a slight

overall upward tendency when later vintages are used as final vintage, changes in results are mainly

driven by three revisions. In the first sample, the revisions from the August 2002 Greenbook and the De-

cember 2010 Tealbook have the largest impact that is best visible for the NSR(RMSE). Further, a number

of smaller revisions between 1994 and 2000 have in sum a sizable effect on the NSR(RMSE). The change

in the NSRs via varying the final vintage is even larger in the second sample. The revision from the

March 2012 Tealbook increases both NSRs strongly. While the changes in the NSRs in the first sample do

not significantly change the results reported in Edge and Rudd (2016), the March 2012 revision leads to a

significant increase in both NSRs in the second sample.

Figure 3 shows these three largest output gap revisions. Each plot shows the output gap revision

to the vintage from the previous Greenbook in percentage points as well as the revisions to the final

estimates used by Edge and Rudd. The left panel shows that following the 2001 recession, the Fed

revised potential output downwards leading to a large upward revision of the output gap from the June

to the August 2002 Greenbook. The output gap revisions are largest for the pre-recession period and for

observations in the early 1980s. The upward revision of the 1980s output gap corrects the large negative

bias of the real-time estimates in the first sample and therefore increases the NSR(RMSE) more than the

NSR(SD). Edge and Rudd’s results for the first sample are not much affected though because this upward

revision of the output gap offsets a series of previous downward revisions, so that the difference to the

November 1994 vintage is not as large.

Figure 3: Three Largest Output Gap Revisions
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Notes: The panels show output gap revisions to the vintage from the previous Greenbook in percentage points (solid) and to
the final vintage choice from Edge and Rudd (November 1994: dash-dotted; October 2008: dotted) to the output gap vintages
from August 2002, December 2010, and March 2012. Grey bars indicate NBER recessions.

7The changes of the NSRs are driven by changes in the SD or RMSE of the revisions, respectively, while the SD of the final
output gap, i.e. the denominator of the NSRs, remains almost perfectly constant for different final output gap vintages.
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Following the global financial crisis, two large output gap revisions occurred. The first from the

December 2010 Tealbook, shown in the middle panel, leads to a large upward revision of the output gap

for the first sample. Similar to the August 2002 revision, this revision does not affect the results by Edge

and Rudd as it offsets downward revisions in the Greenbooks between 1994 and 2000. The revisions

for the second sample are negligible in comparison to those for the first sample, so that the NSRs are

virtually unchanged to using the October 2008 vintage used by Edge and Rudd. The second revision

after the global financial crisis occurred in the March 2012 Tealbook and is shown in the right panel.

The Fed revised potential output downwards, leading to an upward revision of the output gap not only

around the Great Recession and the pre-recession period, but going back to 2001. For the period 1994-

2000, there is an upward revision of potential output leading to a downward revision of the output gap.

Together, these revisions lead to large increases in the NSRs in the second sample and the divergence of

the results documented in Table 1.8 The first sample is hardly affected by the March 2012 revision.

2.3 Which Vintage To Use as the Final Output Gap Estimate?

The various revisions lead to the question which vintage to choose as the final one. On the one hand, the

most recently available vintage should contain the most complete information regarding past business

cycles for the following three reasons: first, the increasing number of available observations, second, the

incorporation of data revisions, and third, the revision of modeling approaches following events like

recessions, crises, or periods of strong productivity growth like in the mid-to-late 1990s. On the other

hand, there might be output gap revisions for consistency reasons that do not necessarily improve the

measurement of past business cycles. For example, if a trend is adjusted based on observations for recent

years without checking whether this necessitates the modeling of a trend break, the application of the

same trend to observations in the more distant past might distort their business cycle measurement.

It is a priori not clear which argument dominates, so that robustness checks and a case-specific jus-

tification of the final vintage choice are advisable. In the following, we undertake a cautious attempt of

such a justification. All three major output gap revisions shown in Figure 3 occur after recessions. Revi-

sions around recessions are likely based on new information leading economists to update their models.9

8The Tealbook remains confidential for five years, so that that the large impact of the March 2012 revision could have only
been known at the time for those having access to the Tealbook output gap. For outsiders, the impact could not have been
known before 2017, i.e. one year after the publication of Edge and Rudd (2016). Surprisingly, so far neither the original authors
nor any other researchers have updated the results by Edge and Rudd (2016) to check whether the results continue to hold.

9For many statistical models, upward revisions as in 2002, 2010, and 2012 can be expected as relatively volatile negative
shocks of a preceding recession are propagated by the linear weights of a Kalman Smoother.
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These revisions are also explained in the Tealbook, so that it seems plausible to take them into account

when evaluating real-time output gap estimates. Revisions of the distant past are, on the other hand,

unlikely to be directly related to recent developments and there is no explanation regarding these earlier

revisions in the Tealbook.10

Based on these considerations, we propose to use the corresponding observation from the first output

gap vintage after the subsequent NBER-defined recession that entails a substantial revision as the final

output gap estimate for a specific real-time output gap observation. In this way, new information based

on the recession that led to the revision is included, but later revisions that do not necessarily improve

past output gap estimates are omitted. This approach can only be implemented approximately, because

output gap vintages before 1994 are not available. We, thus, compare the 1980s real-time output gap to

the 1994 vintage as the final revised estimate. For the real-time output gaps after the early 1990s recession

until the end of the 2001 recession, we then use the output gap from the August 2002 Greenbook. Lastly,

we use the output gap from the March 2012 Tealbook to incorporate the first large revision after the Great

Recession for the real-time observations after the 2001 recession until the end of the sample in 2006.

Using this approach, we find no significant change in the NSR(SD) from the first to the second sample.

The decrease in the NSR(RMSE) is less significant than reported in Edge and Rudd (2016). Further, the

null hypothesis that the NSR(RMSE) is equal to one cannot be rejected in both samples. The results are,

thus, similar to using the December 2016 Tealbook as the final revised vintage. This is not surprising since

the March 2012 revision that causes the divergence in the results documented in Table 1 is included.11

3 Sensitivity of Real-Time Properties of Statistical Output Gap Estimates

Are statistical gap estimates similarly prone to the final vintage choice? To analyse this, we use real-time

GDP data vintages to compute real-time estimates for 11 popular univariate output gap estimation meth-

ods including deterministic detrending methods, standard univariate unobserved component models,

10Historical Greenbooks are available on https://www.federalreserve.gov/monetarypolicy/fomc_historical.htm. The
August 2002 downward revision of potential output for the late 1990s and early 2000s is justified in the Greenbook with the
downward revision of productivity growth in the national accounts for this period. By contrast, the large revisions of the output
gap during the 1980s are not mentioned. The December 2010 Tealbook does not mention any revisions at all. In the March 2012
Tealbook, the downward revision of potential GDP for the years 1996 to 2010 is explained. A lower level of potential output
is more in line with the Fed’s estimate of labor market slack at the end of 2011. The reasons for the earlier downward revision
from 1994 to 2001 remain unclear, though.

11Another final vintage choice could be based on testing which output gap vintage provides the best inflation forecast, i.e.
contains the information that is desirable for monetary policy. Differences in inflation forecasting accuracy are tiny when using
different output gap vintages, though. Hence, this approach is not applicable in practice.
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Beveridge-Nelson-based approaches as well as bandpass and regression-based filtering techniques.12

For all methods, we start the estimation in 1954Q1. We compute NSRs for the case when the final

output gap estimates are based on GDP data available in November 1994 and October 2008, respectively,

and for the case when they are based on data available in December 2016. Table 2 shows the NSR(SD)

(upper part) and the NSR(RMSE) (lower part) for the two samples. As before, significance labels indicate

whether the NSRs of the second sample are significantly different from the ones in the first sample.13

Table 2: Noise-to-Signal Ratios from Statistical Output Gap Estimates

Li
ne

ar
Tr

en
d

Br
ok

en
Tr

en
d

Q
ua

dr
at

ic
Tr

en
d

W
at

so
n

H
ar

ve
y-

C
la

rk

H
od

ri
ck

-P
re

sc
ot

t

Ba
xt

er
-K

in
g

Be
ve

ri
dg

e-
N

el
so

n

M
od

ifi
ed

Be
v.

-N
el

.

H
am

ilt
on

M
od

ifi
ed

H
am

ilt
on

M
em

o:
Fe

d

NSR(SD)
Final Output Gap Vintages: November 1994 / October 2008

80Q1-92Q4 0.64 0.56 0.47 0.36 0.66 1.08 0.76 0.55 0.24 0.17 0.17 0.66
94Q1-06Q4 1.25** 1.16*** 0.61** 0.47** 0.67 1.11 0.57 0.72 0.54*** 0.45*** 0.45*** 0.49*

Final Output Gap Vintage: December 2016
80Q1-92Q4 0.37 0.55 0.50 0.43 0.67 1.07 0.68 0.52 0.30 0.22 0.20 0.79
94Q1-06Q4 0.79*** 1.04*** 0.85*** 0.69*** 0.85** 1.04 0.72 0.72* 0.52** 0.47*** 0.46*** 0.93

NSR(RMSE)
Final Output Gap Vintages: November 1994 / October 2008

80Q1-92Q4 1.48 0.60 0.57 0.74 0.65 1.08 0.83 0.55 0.25 0.18 0.18 1.13
94Q1-06Q4 1.85 1.15*** 1.47*** 0.98* 0.69 1.16 0.57 0.72 0.56** 0.55*** 0.56*** 0.53***

Final Output Gap Vintage: December 2016
80Q1-92Q4 2.96 0.59 1.06 1.84 0.67 1.08 0.78 0.55 0.43 0.24 0.24 1.21
94Q1-06Q4 4.80* 1.04*** 0.84** 3.08* 0.98** 1.07 0.73 0.71 0.56 0.51*** 0.54** 0.92

Notes: see Table 1.

12Specifically, we include linear detrending, linear detrending with trend breaks (end of 1973 and beginning of 1997 assumed
to be known with a three year delay), quadratic detrending, the univariate unobserved components model by Watson (1986)
with a random walk with constant drift and an AR(2) cycle, the extension by Harvey (1985) and Clark (1987) allowing for time-
variation of the drift term, the Hodrick-Prescott filter, the Baxter-King bandpass filter, a Beveridge-Nelson decomposition based
on an ARIMA(1,1,0) process for log real GDP, the modified Beveridge-Nelson decomposition by Kamber et al. (2018) producing
a more persistent cyclical component with higher amplitude, the one-sided regression-based filter by Hamilton (2018), and the
modified version by Quast and Wolters (2022) that covers typical business cycle frequencies more evenly and yields a smooth
trend estimate.

13Results for the Watson and the Harvey-Clark model reported in the upper part of the table differ somewhat from Edge and
Rudd (2016), because we use the MCMC approach of Grant and Chan (2017a,b) that avoids implausibly large variations in the
NSRs when varying the final output gap vintage.
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For the linear and the quadratic deterministic detrending, the NSRs change when using a later output gap

vintage as the final estimate. In light of the 1970s growth slowdown and the 1990s growth acceleration

that affect the deterministic trend, this is not surprising. The bias of these real-time estimates can be

avoided by allowing for breaks in the trend as shown in the column “Broken Trend”. Also the Watson

model, in which the drift term is assumed to be constant, is sensitive to the final vintage choice. For the

other methods, we find little or no sensitivity with respect to the final vintage choice. That does not mean

that the methods are not prone to an end-point problem, but the revisions in the first two years after the

sample end are already sufficient to get reliable output gap estimates that are not further revised when

using later data vintages. These results confirm that the output gap revisions of the Fed in August 2002,

December 2010, and March 2012 are based on judgement of the Federal Reserve staff that goes beyond

applying standard statistical trend-cycle decompositions.14

The results confirm Edge and Rudd’s (2016) finding that there is no reduction in the NSRs from the

first to the second sample for statistical output gap estimates. A comparison to the NSRs of the Fed’s

output gap (last column of Table 2) reveals, however, that part of the reduction found by Edge and

Rudd stems from the particularly high unreliability in the first sample, when its output gap estimate

was characterized by a large negative real-time bias. Since both NSRs are very similar for most statistical

output gap estimates, they were, in contrast, not characterized by such large real-time biases. Further,

when the December 2016 vintage is used as the final revised output gap, the Fed’s output gap NSRs

are even at the upper end of the range implied by statistical output gap estimates in the second sample.

Some statistical output gap estimates yield NSRs that are significantly smaller than one in both samples

for both final vintage choices (Harvey-Clark, Baxter-King, the two Beveridge-Nelson decompositions,

and the two Hamilton-based filters). The NSR of the Fed’s output gap is only significantly smaller than

one in the second sample when using Edge and Rudd’s (2016) final vintage choice. On the other hand,

most statistical output gap measures show an increase in the NSRs from the first to the second sample.

Hence, while the significant decrease of the NSR of the Fed’s output gap disappears when the December

2016 final vintage is used, there is still the possibility that there has been an improvement in the Fed’s

ability to produce reliable output gaps, which may have been offset by a more difficult environment.15

14We also shifted the final vintage for the statistical output gap estimates quarter-by-quarter as shown in Figure 2 for the
Fed’s output gap and did not observe any sizable changes in the NSRs except for deterministic detrending and the Watson
model with constant drift term.

15Table 2 also shows large differences in NSRs between methods. It is important to note that the NSRs are only informative
with respect to revision size, but do not contain any information on which output gap is preferable based on its economically
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4 Robustness and Update

Next, we check the robustness of the results for alternative samples and how the results are affected

when we extend the analysis and include the latest currently publicly available output gap vintages.16

4.1 Robustness

We repeat the analysis discussed in Section 2 for the samples 1966Q1-1997Q4 and 1998Q1-2006Q4 as in

Edge and Rudd (2016). For this specification, we find a significant increase in the real-time reliability

of the Fed’s output gap for both final vintage choices, but the results are still sensitive to the final vin-

tage choice. The point estimates of the NSRs decrease less when the December 2016 vintage is used as

the final output gap. Further, while Edge and Rudd’s (2016) final vintage choice yields an NSR(RMSE)

significantly smaller than one in the second sample, this is not the case when using the December 2016

vintage as the final output gap. While there is some evidence that the real-time reliability has improved

compared to this longer first sample, this is not so surprising because this sample choice makes it more

likely to find improvements in the Fed’s output gap estimation as argued by Edge and Rudd (2016).

First, the shorter second sample leaves less time for revisions to occur compared to the longer first sam-

ple. Second, the longer first sample includes the 1970s growth slowdown, while the mid-1990s growth

acceleration is partially excluded from the second sample. Third, in the 1960s and 1970s, the Fed did not

estimate potential output itself, but relied on the estimates from the Council of Economic Advisers.17

4.2 Update

With additional output gap vintages having become publicly available since Edge and Rudd’s (2016)

work was published, we update the results to analyze how the real-time reliability of the Fed’s output gap

has developed during the global financial crisis and zero lower bound period. We use real-time estimates

for the output gap from 2007Q1 to 2014Q4 and use the output gap from the December 2016 Tealbook as

the final revised estimate.18 The point estimates of the NSRs are small (NSR(SD): 0.38, NSR(RMSE): 0.57),

meaningfulness (see, e.g., Barbarino et al., 2020; Quast and Wolters, 2022, for such analyses). Further, we restrict the analysis
to univariate methods, while the Fed’s analysis starts from the labor market, so that labor market indicators and GDP are
accounted for (see, e.g., Fleischman and Roberts, 2011). Additionally, recent contributions often focus on multivariate methods
(see, e.g., Jarocinski and Lenza, 2018; Barigozzi and Luciani, 2021; Morley and Wong, 2020; Hasenzagl et al., 2022). Work by
Federal Reserve Board economists (Barbarino et al., 2020) emphasizes the importance of including the unemployment rate in
output gap models to increase the real-time reliability.

16Tables with detailed results for this section are available in the Online Appendix.
17We also check whether this alternative sample choice affects the results discussed in Section 3. As in the baseline specifica-

tion, the real-time reliability of the statistical output gap estimates is insensitive with respect to the final vintage choice, except
for deterministic detrending and the Watson model.

18Results for the statistical output gap estimates considered in Section 3 are provided in the Online Appendix.
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but estimation uncertainty remains relatively high. Only the NSR(SD) is significantly smaller than one at

the 5% level. Compared to the 1980-1994 sample, there is a significant decrease in the NSRs regardless of

the final vintage definition on which the NSRs’ computations for the first sample are based on. Compared

to the 1996-2006 sample, there is no significant decrease of the NSR(RMSE) when the 2008 final vintage

is used for the previous sample, but a highly significant decrease, when the 2016 final vintage is used

instead. These results are in line with Barbarino et al. (2020) who find an improvement in the real-time

reliability of the Fed’s output gap for a sample that includes the Great Recession. Since we find that

the NSRs of statistical output gap estimates decrease as well when including the Great Recession, the

economic environment might have changed in a way that output gap revisions have generally become

smaller.

5 Conclusion

We have shown that real-time reliability assessments of output gaps can be sensitive to the choice of the

final output gap vintage. In particular, the real-time reliability improvements in the Federal Reserve’s

output gap estimates since the mid-1990s found in previous work are much lower when revisions in re-

sponse to the global financial crisis are taken into account. After the Great Recession, the Federal Reserve

staff revised its assessment of potential output, affecting output gap estimates since 1990. Accounting for

this revision in the final output gap estimate, we find that revisions of the Federal Reserve’s output gap

continue to be of the same order of magnitude as the output gap itself. We do not observe such a large

revision for statistical output gap estimates, so that the revision is the result of economic considerations

that include a substantial amount of economic expertise rather than being based only on statistical mod-

els. Hence, these revisions might indeed reflect an improvement of the Federal Reserve’s understanding

of past business cycles. We show that the choice of the final output gap vintage is not only crucial with

respect to the output gap revisions after the Great Recession. We detect several other output gap revi-

sions that occur after recessions and affect the real-time reliability of the Federal Reserve’s output gap.

Hence, when analysing the real-time reliability of output gaps, it is important to check how the results

depend on the choice of the final output gap vintage. Even if one finds small revisions for a given sample,

conclusions that an output gap has a high real-time reliability might be premature, because limiting the

period over which one observes revisions may bias estimates of reliability. Results may change should

the output gap be revised further in future.
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